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In its reflections on the generative 
AI consultation series it undertook 
last year, the ICO has (under-

standably) put a heavy focus on trans-
parency in respect of AI. 

In practice, it can be difficult to 
explain AI (generative or otherwise) in 
a meaningful way when the technology 
being deployed is complex, interac-
tions with users or customers are brief 
and information is often having to be 
displayed on a mobile phone screen. So 
how do you ensure you provide indi-
viduals with the information they need 
when deploying AI in such a techni-
cally complex area? In the sections 
below we explore some of the practical 
steps that we have found useful when 
supporting our clients grappling with 
explaining AI tools. 

UNDERSTANDING THE MODEL 
Before you can hope to explain the AI 
you are deploying, you must first 
ensure you have a proper understand-
ing of how the model has been trained 
and how it operates in practice. For 
example, is the AI model a rules-based 
model that follows if-then rules to 
make decisions? Is the AI tool using 
machine learning to learn patterns 

from datasets and make predictions or 
decisions? Does the AI tool incorpor-
ate neural networks, which consists of 
multiple nodes which interconnect to 
process information and make deci-
sions? Does the AI tool involve rein-
forcement learning, where the tool 
learns from its environment and feed-
back to improve its decision-making? 

Once you understand how the 
model works (at a basic level at least!), 
you then need to ensure you have a 
good understanding of how personal 

data has been used to train the model 
and how personal data will be used in 
practice when the AI tool is deployed. 

It is useful to have a list of AI due 
diligence questions to assist with 
obtaining the necessary understanding. 
The questions can be used with inter-
nal teams or with external suppliers 
who are providing AI tools. AI due 
diligence questions can also be used to 
test the way in which AI models have 
been trained to ensure the risk of bias is 
mitigated, and to ensure that training 
datasets have been procured and used 
appropriately. The questions should 
cover topics such as: 
•    Request for a model card to provide 

an overview of how the model 
works, the training data used, 
intended use of the tool etc. If the 
AI tool is being developed in-
house, ask your engineers to pro-
duce model cards for the AI models 
they are developing. 

•    Information about training data 
used, including steps taken to 
ensure datasets are sufficiently 
large, diverse and representative for 
your intended use. 

•    If third party AI tools are used, 
whether input data and prompts 

provided by you will be used by the 
provider to train the model or pro-
vide output to third parties. 

•    Confirmation of the roles of the 
parties involved. Is an AI tool 
 provider acting as a processor, 
controller or joint controller? 

•    For how long is data retained by a 
third-party AI provider? If AI 
models are developed in-house, for 
how long does the data need to be 
retained internally? 

•    Where is data that is input into the 

AI tool stored / transferred to? Are 
there transfers to third parties? 

•    If a data subject exercises their 
rights under the GDPR, how can 
this be accommodated by the tool? 
For example, if an access request is 
made, how can identifiable 
information be extracted? Can data 
be deleted if an erasure request is 
received? 
This is, of course, not an exhaustive 

list and questions will need to be 
tailored to the AI which is being pro-
posed. 

You should also add information 
and reporting obligations into your 
contracts with AI developers to ensure 
you get the information you need on 
an ongoing basis to enable you to 
maintain an appropriate level of trans-
parency with data subjects. 

If you have obtained a model from 
a developer and work is being done to 
tweak the model in-house to make it 
more effective for your intended pur-
pose, you need to understand what 
effect this has on the data processing 
undertaken so that you can adapt your 
approach accordingly. 

DON’T FORGET THE BASICS 
When using personal data in the con-
text of AI, organisations need to 
comply with the GDPR rules on trans-
parency. The ICO in its guidance on 
transparency in AI states that at a high-
level, organisations need to cover: 
•    Purposes 
•    Retention 
•    Recipients 

There may be multiple purposes for 
the data processing, training, testing 
and developing the model as well as use 
in the model itself and potentially gen-
eration of new personal data. These 
purposes need to be clearly and separ-
ately outlined. If there are multiple 
parties involved, it is obviously impor-
tant to be clear about their roles (con-
troller/processor/joint controller) to 
ensure the individuals are aware who 
are the controllers for their data (so 

AI deployment and transparency: 
A practical perspective 
Claire Saunders and Alison Deighton of HelloDPO Law provide insights from their practice. 

If there are multiple parties involved, it is  
obviously important to be clear about their  
roles (controller/processor/joint controller).
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that they can engage with them) and 
that privacy information is provided at 
an appropriate point by an appropriate 
party. You need to ensure you provide 
enough information to ensure your 
processing is fair and this may include 
an explanation of how the model 
works to process the data and why you 
chose to use AI. 

There will be an element of risk 
assessment in considering what 
information needs to be conveyed in 
relation to purpose. You should con-
sider the impact of the outcomes on the 
data subjects and how that affects how 
much information they may want to 
receive about the functioning of the 
tool. Consultation at this stage may 
assist in determining the value data 
subjects place on a detailed explana-
tion. You should also consider how 
well understood the outcome is, a 
simple chatbot to help you with 
returning a product will be understood 
much better than a model which makes 
a significant decision based on a 
number of factors and this will affect 
the amount of information and expla-
nation which needs to be provided. 

Retention periods may not be as 
clear as in personal data use cases that 
are better understood and there may 
be concerns that once personal data 
enters an AI system it will remain 
there indefinitely. 

Details of the recipients of the data 
are also likely to be important to 
people because they may not necess-
arily expect personal data to be dis-

closed in the way it will be in the use 
and training/development of the tool. 

Using the information gathered in 
the due diligence phase, you should 
have been able to build a picture of the 
processing which will allow you to 
address these points and other necess-
ary information to comply with the 
transparency requirements. 

Whilst English law is currently 
based on existing rules, organisations 
should be aware that if their use of AI 
falls within the territorial scope, they 

will need to comply with transparency 
requirements in the EU AI Act. 

TRANSLATING TECH INTO PLAIN 
ENGLISH 
Individuals need to be provided with 
clear, concise and understandable 
information. Providing this information 
is likely to involve tech and privacy 
personnel working together to explain 
complex technical functionality in lan-
guage that the data subjects will under-
stand. It is likely this will necessitate 
judgments being made about whether 
certain types of information will 
increase or hamper their understanding 
of the use of AI and should involve the 
exploration of different mechanisms 
for presenting these explanations to see 
if they can help to increase understand-
ability. There may be technical explana-
tions that do not occur to a data privacy 
professional, but which could be effec-
tively deployed to increase transpar-
ency. If compromises are made in 
terms of being transparent and provid-
ing information people will under-
stand, you should document the rea-
sons why you chose the course of 
action (rather than other available 
options) in a DPIA so that you can 
demonstrate why such decisions were 
made. 

There will be a need for continuing 
engagement between these teams and it 
may be advantageous to set up a forum 
in which tech and privacy personnel 
can come together on a regular basis to 
ensure the privacy team is kept 

apprised of updates and has the 
information it needs to ensure trans-
parency is maintained. 

WHO IS YOUR AUDIENCE? 
This is always a consideration when 
complying with transparency require-
ments, but the technically complex 
nature of AI throws it into sharp focus. 

If you are dealing with an audience 
whose level of sophistication is not 
high, don’t underestimate the need to 
give some background information 

before starting the explanation of the 
processing itself. This could involve a 
basic explanation of what AI is and 
how it works, perhaps with a cheat 
sheet on key terms. 

TRAINING 
If you are using AI, almost, if not all 
staff will need to understand, to vary-
ing degrees, how it works and how it is 
used by your business. 

If you have customer/client facing 
staff who are likely to receive queries 
in relation to the use of the AI, they 
will need to have an understanding of 
how it works, to be able to respond to 
basic queries and to understand when 
they need to refer individuals to the 
privacy team. 

DECISION MAKING 
You will need to consider whether the 
use of the model involves making auto-
mated decisions with a legal or similarly 
significant effect under Article 22 of the 
GDPR, as this will increase the transpar-
ency obligations you need to comply 
with. This includes providing meaning-
ful information about the logic involved 
in the decision as well as the significance 
and the envisaged consequences of such 
processing for the data subject. 

The areas where we are most fre-
quently seeing AI tools being used 
with such effects are in recruitment 
decisions and in credit and insurance 
businesses. In relation to recruitment, 
AI tools can be used to filter out or 
shortlist candidates. In the finance and 
insurance sectors AI tools have been 
used for some time to automate deci-
sions about whether to offer credit or 
insurance and to determine the level of 
credit to be offered or the premium 
payable for a policy. AI tools are also 
used by social media platforms to 
detect and automatically block users 
who breach the platform’s terms of 
use. All of these decisions have either a 
legal effect, for example, ending a 
contract due to breach of contract, or a 
similarly significant effect. An example 
is determining whether you are eligible 
for a particular job or whether you will 
receive a mortgage offer. 

When explaining how AI is used 
for such decisions, the most challeng-
ing task is to explain the logic involved 
in the decision-making. In some cases, 
businesses will not wish to reveal too 

It may be advantageous to set up a forum in  
which tech and privacy personnel can come 

together on a regular basis.



much about the logic as this is their 
proprietary knowhow. The logic can 
also be difficult to explain when 
multiple factors will be applied to the 
decision and there may be several auto-
mated steps in the decision-making 
process. It may also be the case that it 
is difficult to find anybody within the 
business who can easily explain the 
logic deployed, especially if the AI 
tools used by the business have been 
developed by a third party. In its gui-
dance on automated decision making, 
the ICO makes it clear that you should 
avoid confusing people with over com-
plex explanations of algorithms. In 
these situations, the initial work done 
in the due diligence phase and building 
relationships with your tech colleagues 
should help to overcome these issues. 
Using responses to the due diligence 
enquiries and high-level logic informa-
tion from the AI model card may be a 
good starting point for a suitable 
explanation to individuals and con-
tractual requirements with third party 
developers to provide logic informa-
tion should help you to fill gaps in 
explanatory information if any are dis-
covered. Depending on the circum-
stances, information such as that con-
cerning the robustness and reliability 
of decisions, accuracy, security of the 
model/system, steps taken to avoid 
bias and negative impact on the indi-
vidual may also help the individual to 
understand the operation of the model. 

Individuals will also need to have 
appropriate information so that they 
can exercise their right to obtain 
human intervention, to express their 
point of view and to challenge the deci-
sion. The ICO recommends explaining 
how people can do this at the time you 
provide the decision as this is the point 
at which individuals can make use of 
the information. For example, if you 
are using AI to review CVs and 
select/reject candidates, when the can-
didate receives the rejection, they 
should also be sent reminder that the 
decision was made using AI and be 
advised how they can express their 
view or challenge the decision (giving 
contact details for this purpose). The 
review needs to be carried out by 
someone who is suitably qualified and 
authorised to change the decision if 
this is necessary. The review should 
cover the facts on which the decision 

was made and take into account any 
additional evidence provided by the 
candidate. 

The ICO has produced non-statu-
tory guidance in conjunction with the 
Alan Turing Institute1 which will be 
essential reading for those using AI to 
undertake decisions of this type and 
can be used more widely to help with 
complying with transparency require-
ments more generally. Even where 
decisions do not fall within the scope 
of Article 22, care should be taken to 
explain the AI and human elements of 
the decision-making process. 

TLDR (TOO LONG; DIDN’T 
READ…) 
Perhaps as important as what 
information you provide, is how you 
present it. 

As is the case for any transparency 
exercise, the balance between convey-
ing the information which you are 
required to give and not ending up 
with a situation where no one engages 
with it is a fine one. 

This is another situation in which 
you should consider your audience, for 
example, younger people may find 
information presented via video an 
easy to digest approach, whereas a 
technically sophisticated audience may 
appreciate detailed technical informa-
tion in text format. 

A layered approach to privacy 
information which helps guide the data 
subject through the layers of complex-
ity, to obtain the level of information 
which is right for them can be useful, 
especially where data subjects may 
have varying levels of sophistication. 

Using just-in-time reminders to 
convey key messages is another tech-
nique which can work well, as can 
using FAQs as a quick reference guide. 

TEST AND REVIEW 
The best way to see if you have suc-
cessfully managed to explain your use 
of AI is to test this on members of your 
target audience. Getting individuals to 
review the information and answer 
questions about their understanding of 
it should reveal any areas of weakness 
in the explanation. You should consider 
using this on an ongoing basis or devis-
ing a way of obtaining feedback from 
users which can be used to evaluate the 
transparency information over time. 

The more significant the decisions 
being made by AI tools, the more 
important consultation with data sub-
jects will be to ensure they properly 
understand how AI is being deployed. 
Organisations are often wary of under-
taking consultation. However, it can be 
a powerful tool to help organisations 
develop more meaningful explanations. 
Consultation on AI and privacy 
matters does not need to be carried out 
as a stand-alone exercise. If an organ-
isation already carries out user testing 
or has a customer panel for other pur-
poses, these fora can be used to ask AI 
and privacy related questions. It can 
also be useful to embed AI and privacy 
feedback questions within wider user-
testing journeys, as this will more 
accurately test how users are receiving 
and understanding information that is 
provided during their interaction with 
a product or feature. 

Remember to keep your transpar-
ency measures under regular review to 
ensure they are updated with changes 
such as increased functionality or use 
of new/different personal data. 

We are still in the very early stages 
of our AI journey, but adoption is 
rapid and deployers need to start pay-
ing more attention to how they 
approach transparency, putting strat-
egies, policies and procedures in place 
to help them to deal with the inevitable 
proliferation in the uses and usage of 
this technology.
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1    Guidance on AI explainability 
www.turing.ac.uk/blog/project-
explain-enters-its-next-phase 

      www.turing.ac.uk/news/project-
explain/insights-from-phase-two
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ICO to develop codes of practice 
on Edtech and automated 
decision-making and AI 

Why 2025 is the year to refresh 
your marketing compliance 

Government amends the Data Bill at the House of Lords by 
adding  new provisions on children’s data and direct marketing 
by charities. By Laura Linkomies. 

Rebecca Cousin, Bryony Bacon and Rosie Wilson of 
Slaughter and May analyse the fast-evolving legal landscape for 
digital marketing and cookies. 

The House of Lords made 
some amendments to the 
Data Use and Access Bill 

(DUAB), including to the definition 
of scientific research which is of 

great importance as the Bill would 
simplify the requirements for this 
type of data. The Lords made an 

The value of the UK advertis-
ing market is the largest in 
Europe1 and is growing, with 

digital marketing spend in the UK 
projected to rise from £32 billion in 
2024 to £44 billion in 2028 according 
to research by PWC2. Despite its 

clear commercial importance, for 
years digital marketing was an area of 
regulatory uncertainty. Long prom-
ised reforms to the e-marketing rules 
repeatedly stalled with the iterations 

Continued on p.3
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What’s right for children  
and their data?

11 March 2025, A&O Shearman, London – in-person and online 

This PL&B conference will explore best practices when designing online 
services to engage with and protect children. 

Speakers include: the ICO, Google, BBC, k-ID, TikTok, VerifyMy, and 5 Rights  
www.privacylaws.com/children2025
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Navigating new technologies 
and data privacy  
The ICO’s tech horizons report 2025 discusses technologies that the 
ICO thinks are likely to be introduced in the next two to seven years. 
While not wanting to pre-empt future policy positions, the ICO 
presents its early view on these highly uncertain, evolving technology 
areas. Similar technologies are in fact currently being assessed in the 
ICO’s regulatory sandbox.  
 
A part of the ICO’s report addresses content partially or entirely 
generated using AI or machine learning, including images, video and 
audio. This includes deepfake content which is already a problematic 
issue and is now included in the Data (Use and Access) Bill which 
would create new offences in respect of sexually explicit images, 
produced digitally without consent. While the ICO supports this aim, 
it also points out that there may be implications for UK EU adequacy 
if the provisions conflict with the European Convention on Human 
Rights to which the UK is still a party. Read more about the Data Bill, 
currently at the House of Commons, on p.1.  
 
The ICO has recently responded to the government’s request for plans 
to secure economic growth (p.22). The area of digital marketing is of 
great importance to the UK’s economy and the stakes are high as 
organisations are grappling with new cookie developments (p.1 and p.8) 
as well as ‘consent or pay’ (p.10). On the EU side, the European 
Commission has finally given up on the e-Privacy regulations (p.5). 
 
Also in this issue, our correspondent analyses the ICO’s guidance on 
AI tools in recruitment (p.11). Transparency is a key component but 
how, in practice, to explain use of AI to individuals? (p.14). Lastly, I had 
the pleasure to interview children’s privacy advocate Claire Archibald 
about her work (p.18). This topical area is also the subject of a PL&B 
conference on 11 March (p.1 and p.21) – I hope to see you there. 
 
 

Laura Linkomies, Editor 
PRIVACY LAWS & BUSINESS
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Laura Linkomies, Editor (tel: +44 (0)20 8868 9200 or  
email: laura.linkomies@privacylaws.com) to discuss your idea, or 
offer to be interviewed about your organisation’s data 
 protection/Freedom of Information work.
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